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ABSTRACT: The relationship between alloy catalyst activity
and valence band electronic structure has been investigated
experimentally across a broad, continuous span of CuxPd1−x
composition space. CuxPd1−x composition spread alloy films
(CSAFs) were used as catalyst libraries with a 100 channel
microreactor to measure the H2−D2 exchange kinetics over a
temperature range of 333−593 K at 100 discrete CuxPd1−x
compositions spanning the range x = 0.30−0.97. The H2−D2
exchange activity exhibits a monotonic decrease over the
composition range x = 0.30−0.97. A steady state, microkinetic
model was used to estimate the energy barriers to dissociative
H2 adsorption, ΔEads‡ , and recombinative H2 desorption, ΔEdes‡ , as functions of alloy composition, x. Their values fall in the ranges
ΔEads

‡ (x) = 0.15 to 0.45 eV and ΔEdes
‡ (x) = 0.55−0.65 eV. Spatially resolved UV photoemission spectra were obtained from the

CuxPd1−x CSAF and used to estimate the average energy of the filled states of the valence band as a function of alloy
composition, εv(x). The energy of the v-band center shifted monotonically from εv = −3.3 to −3.9 eV across the composition
range x = 0.30−0.97. This monotonic shift and its magnitude were corroborated by DFT calculations. The correlation of
ΔEads

‡ (x) with εv(x) across alloy composition space yields ΔEads‡ (εv) which decreases as the v-band energy shifts toward the Fermi
level.
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1. INTRODUCTION

Multicomponent metal alloys are used as catalysts for many
processes because alloys often display catalytic properties
superior to those of their pure elemental components.1,2 The
activity and selectivity of alloy catalysts can be controlled and
optimized by changing either the alloy components (elements)
or the alloy composition (elemental fraction). These changes
influence catalytic activity by modifying the electronic structure
and atomic surface structure of the alloy.3,4 A deep under-
standing of the relationships among alloy composition, atomic
structure, electronic structure, and catalytic reactivity requires
some means of measuring or modeling these alloy character-
istics and properties across composition space. This poses an
extremely difficult challenge to both computational theory and
experiment because composition space is multidimensional and
continuous, requiring the preparation of catalyst samples (or
computational models) in numbers that increase exponentially
with the number of components in the alloy.
For the most part, activity−structure−composition relation-

ships for multicomponent alloy catalysts have been developed
using computational electronic structure methods. Adsorbed
species interact with d-band valence electrons of metal

surfaces.3,5,6 Many computational studies of alloy catalysts of
varying composition have focused on the influence of the d-
band electronic structure on catalytic activity by developing
simple relationships between characteristics of the d-band
energy distribution and the activation barriers to elementary
steps in a catalytic reaction mechanism. These studies have
shown that the mean energy of the d-band, εd, is an important
parameter in determining the catalytic activity of metals.2,3,5−9

When an adsorbate electronic state interacts with the d
electrons of the metal, a splitting into bonding and antibonding
states occurs. The energies of the bonding and antibonding
states determine the strength of chemisorption and, thus, the
reactivity of the surface. If the antibonding state is above the
Fermi level and unoccupied, the bond with the surface is
strong. If the antibonding level is below the Fermi level and
occupied, the bond with the surface is weak. As a result, the
strength of adsorbate bonding to the surface tends to increase
as the energy of the d-band shifts toward the Fermi level.5
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Experimental demonstrations of relationships among alloy
composition, electronic structure, and catalytic activity require
preparation and characterization of a large set of catalysts
whose individual compositions sample composition space with
the requisite resolution. This approach is time-consuming and
limits the feasible size of the sample set. This limited sampling
of composition space constrains the level of detail at which
relationships between alloy characteristics and catalytic activity
can be defined. Progress has been limited by the labor-intensive
nature of the processes needed to prepare and characterize
large numbers of catalyst samples.10 To address this problem,
we have developed a high-throughput methodology for
determination of alloy characteristics and catalytic properties
by experiments that can span the entire composition space of
binary (AxB1−x) or ternary (AxByC1−x−y) alloys. The approach is
based on the use of composition spread alloy films (CSAFs),
alloy catalyst libraries that include all possible compositions of
an alloy in the form of a thin film deposited on a single
substrate.11,12

The CSAF concept for acceleration of alloy composition−
property studies dates back to the 1950s;13 however, its
practical implementation was limited at that time by lack of the
instrumented data acquisition and automated data analysis tools
needed to take full advantage of the potential of CSAFs. Over
the past two decades, these capabilities have developed rapidly,
and the full potential of CSAFs is now readily attainable.13,14

There are a variety of methods for preparation of CSAFs,
including sputtering, electron-beam evaporation, and pulsed
laser deposition.15−18 These elemental deposition sources can
be combined with various means for establishing a flux gradient
across the substrate to generate the composition spread.16,19−23

Previously, CSAFs have been used as high-throughput materials
libraries for characterization of phase diagrams and bulk alloy
properties, such as dielectric constant, magnetic moment,
optical properties, etc.15,17,18,23−28

High-throughput methods have had increasing impact in
studies of catalysis because they enable rapid, systematic
characterization of large numbers of catalysts.29 There have
been a number of designs reported for high-throughput catalyst
libraries and for multichannel reaction systems to accelerate the
screening of catalytic properties, such as selectivity and
reactivity across these libraries to discover and optimize new
catalysts.30−32 Although CSAFs have not been applied in
studies of heterogeneous gas−solid catalysis, they have been
used successfully by Hayden et al. in a number of studies of
electrocatalysis.33−36 The advantage of the CSAF catalyst
libraries is that they allow detailed study of catalytic activity
across entire binary and ternary alloy composition spaces and
on libraries that are amenable to characterization using a wide
range of surface and materials analysis methods. They do,
however, require the development of a specialized, high-
throughput reactor that is compatible with the compact size, ∼1
cm2, area of the CSAFs.37

Herein, we describe a high-throughput study of catalytic H2−
D2 exchange kinetics on CuxPd1−x alloy catalysts that span a
continuous range of composition space (x = 0.30−0.97). H2−
D2 exchange is an ideal test reaction for demonstration of our
methodology because its kinetics, at least for the simplest
possible mechanism, can be parametrized in terms of two rate
constantsone for dissociative adsorption, kads

H2 , and one for
recombinative desorption, kdes

H2of H2. Measurement of these
rate constants over a range of temperatures has been used to
estimate the barriers to dissociative H2 adsorption, ΔEads‡ , and

recombinative H2 desorption, ΔEdes
‡ , across CuxPd1−x alloy

composition space. The adsorption and desorption of H2 from
Pd alloy surfaces is relevant to the application of Pd alloys in
catalytic hydrogenation and as H2 purification membranes.38−47

We have previously measured the steady state kinetics of
H2−D2 exchange over Pd, Cu0.30Pd0.70, Cu0.53Pd0.47, and Cu
foils in a flow reactor at atmospheric pressure and over the
temperature range 200−900 K.48 The Cu0.53Pd0.47 alloy can be
prepared in either a FCC or B2 phase, depending upon thermal
treatment, and pure Pd can exist in α-PdH or β-PdH phases,
depending upon hydrogen pressure.49,50 The influence of Cu−
Pd composition on H2−D2 exchange activity is somewhat
surprising: FCC-Cu0.53Pd0.47 > Cu0.30Pd0.70 > B2-Cu0.53Pd0.47 >
β-PdH ≈ α-PdH ≫ Cu. In other words, the addition of Cu to
Pd increases its overall activity for H2−D2 exchange. The other
interesting observation is that for Cu0.53Pd0.47, the activity of the
FCC phase is much higher than that of the thermodynamically
stable B2 phase. Microkinetic analysis was used to estimate
ΔEads

‡ and ΔEdes‡ on each of these six Cu−Pd catalysts. The
results of that work serve to benchmark the study described
herein. In this work, the H2 adsorption and desorption barriers
have been determined for CuxPd1−x (x = 0.30−0.97) under
conditions similar to those used with the single composition
foil catalysts. The unique feature of this work is that the barriers
have been measured across a wide, continuous region of alloy
composition space to yield ΔEads‡ (x) and ΔEdes

‡ (x).
In addition to characterization of the catalytic activities of the

CuxPd1−x CSAF, its electronic structure has been measured
across composition space using UV photoemission spectrosco-
py (UPS). UPS was used to estimate the average energy of the
f illed states of the valence band (s-, p-, and d-bands) across
composition space, εv(x), and to show that the v-band shifts
toward the Fermi level as the Cu fraction decreases. The
measured v-band energy has been used as an experimental
proxy for the d-band energy calculated using DFT. The key
point is that ΔEads

‡ (x), and εv(x) can be correlated across the
same region of composition space to give ΔEads‡ (εv). We find
that ΔEads

‡ decreases as εv increases, but not linearly. This
represents the most comprehensive attempt to date to measure
experimentally the type of relationship between electronic
structure and reaction barrier that is predicted by many
computational modeling studies of catalysis.5,6,9,51,52 The
primary intent of this paper is to demonstrate a general
experimental methodology for correlating the kinetic parame-
ters of catalytic reactions with physical characteristics of
catalytic surfaces across continuous regions of alloy catalyst
composition space. This is a fairly general methodology that
should be applicable to a wide range of alloy-catalyzed reactions
at gas−solid surfaces.

2. METHODS
2.1. CSAF Preparation. CuxPd1−x CSAFs were prepared by

evaporative deposition of Pd and Cu onto 14 × 14 × 2 mm3

Mo substrates (Valley Design Corp.) using an offset-filament
tool that we have described previously.53 In this tool, line
sources consisting of Cu or Pd wires embedded in heating
elements were positioned on opposite sides of the substrate
with an offset from its edges. The source−substrate geometry,
the source operating temperature, and the deposition time
determine the range of the spread (i.e., the range of x), the
CSAF thickness (∼100 nm in this work), and its orientation on
the substrate surface. We have used a Mo substrate to minimize
the potential for substrate interdiffusion with the CSAF during
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heating to 800 K.4,11,54,55 Mo substrates were cleaned with
acetone before being placed into the deposition chamber.
CSAFs were deposited and then annealed (800 K for 1 h)
under ultrahigh vacuum (UHV) conditions. We previously
characterized the bulk structure and the surface segregation
properties of CuxPd1−x CSAFs prepared using these methods.11

Under UHV conditions, there is a tendency for Cu to segregate
to the uppermost atomic layer. More importantly, CuxPd1−x
CSAFs exhibit the FCC and B2 phases over the same
composition range as observed in the bulk.50

2.2. Characterization of CSAF Composition and
Electronic Structure. Annealed CSAFs were characterized
by obtaining spatially resolved UPS and X-ray photoelectron
spectra (XPS) in a ThetaProbe surface analysis system
(ThermoFisher Scientific Inc.). UPS spectra were obtained
with the CSAF at 300 K using He I photoemission (21.2 eV). A
20 cm long collimating tube was mounted on the UV source
with 500 μm apertures on both ends, creating a spot size of
∼600 μm on the CSAF. The current of photoelectrons with
kinetic energies in the range 0−25 eV was measured using the
ThetaProbe analyzer with a pass energy of 20 eV. XPS was used
to determine the near-surface composition at discrete locations
on the CSAF. XPS spectra were obtained with the CSAF at 300
K using a monochromatic Al Kα X-ray source (1486 eV) with a
spot size of 200 μm and analyzer pass energy of 40 eV. The
fractional atomic compositions at each point were extracted by
the Avantage Data System software. This software has a library
of peak positions and relative intensities for pure metals. After
performing a background subtraction using principal compo-
nent analysis reconstruction, the software library was used to
identify the components and their concentrations from
measured spectra of the Pd 3d5/2 and Cu 2p3/2 peaks.
2.3. Measurement of H2−D2 Exchange Kinetics. A

multichannel microreactor array was used to measure the
kinetics of the H2−D2 exchange reaction at 100 different points
(compositions) on the CuxPd1−x CSAF and under a variety of
different flow and temperature conditions. The details of the
microreactor array and its operation have been described
elsewhere.37 Briefly, the microreactor array was composed of
100 inlet−outlet channel pairs, each pair defining a reaction
volume with a footprint of 700 × 900 μm2, in a 10 × 10 array
across the CSAF surface. A perfluoroelastomer gasket (Dupont
Kalrez 7075) with 100 rectangular holes (700 × 900 μm2) was
sandwiched between the CSAF and the microreactor array to
create 100 isolated reaction volumes connecting the inlet−
outlet pairs. Flow of two different gases through adjacent
reactors and mass spectrometric analysis of the gases in their
outlets was used to demonstrate that there is no cross-talk
between reactors.37 The flow rates of H2, D2 and Ar (all at
99.999%, Valley National Gases) were controlled by mass flow
controllers (Aalborg GFC 17), and the reactor system
distributed the gases equally among all 100 inlet channels
leading to the CuxPd1−x CSAF surface. The back side of the Mo
substrate was in direct thermal contact with an electric heater
used to control the temperature in the range 300−600 K. The
product gas streams from the 100 microreactors were isolated
from one another and delivered by 100 glass capillary tubes to
an automated, home-built gas sampler.37 The sampler allowed
sequential collection of the product gas streams by a glass
capillary leading to a mass spectrometer (Stanford Research
Systems, RGA 200), which was used for analysis of the product
gas composition.

The CuxPd1−x CSAF surface was conditioned in a total flow
of 30 mL/min H2 at 300 K for 3 h before starting H2−D2
exchange measurements. Between experiments, the CSAF
surface was left at 300 K in contact with H2 at a total flow of
5 mL/min. After surface treatment, a H2/D2/Ar gas mixture
was introduced to the microreactor. H2−D2 exchange was
catalyzed by the CuxPd1−x CSAF over the temperature range T
= 333−593 K using three H2/D2/Ar flow conditions at
atmospheric pressure (Table 1). The temperature was

increased in 20 K increments, and the reaction was allowed
to reach a steady state by waiting for 6 min at each temperature
before beginning the analysis of the product gas streams.
The H2 conversion in each reaction volume was calculated by

assuming that the background-subtracted mass spectrometer
signals at m/z = 2, 3, and 4 amu were proportional to the flow
rates of H2, HD, and D2 but with different sensitivity factors.
For background subtraction, we considered the fragmentation
pattern of D2 at m/z = 2 and the signal occurring at m/z = 3
due to minor H2−HD impurity in D2. Using the signals at m/z
= 2 and 3, the H2 conversion, X, in each channel was calculated
using

= =
−
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S
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Z
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Z
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F X

2

(1 )
3

2
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H
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2 2 2

2
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where Sn is the signal at m/z = n, Zn,i is the sensitivity factor for
species i at m/z = n, and Fi is the molar flow rate of species i.
The ratio of the sensitivity factors was determined to be 0.75 by
calibrations under conditions that achieved equilibrium
conversion. For calibration, we replicated the H2−D2 experi-
ment on Pd foil as reported by O’Brien et al.48 The surface area
of Pd was ∼19 cm2, and the temperature range was 473−773 K.
Signal intensities at m/z = 2, 3, and 4 were independent of
temperatures above 573 K, which was assumed to indicate the
establishment of equilibrium for the reaction. Note that
equilibrium conversion results in partial pressures of H2, HD,
and D2 that are related by56

= × −⎜ ⎟
⎛
⎝

⎞
⎠

P
P P T

4.16 exp
77.7HD

2

H D2 2 (2)

and does not result in the complete consumption of H2 and D2.
2.4. Computational Methods. Density functional theory

(DFT) was used to calculate the valence band electronic
structure of Cu−Pd alloys and, in particular, the valence band
energies for comparison with those estimated from UPS. Bulk
alloy models were constructed at compositions x = 0.0, 0.167,
0.25, 0.375, 0.5, 0.625, 0.75, 0.875, and 1.0 on the basis of
predicted ground state configurations from previous work.57,58

Table 1. Flow Rates of H2, D2, and Ar at PTot = 1 atm for the
Different Inlet Gas Mixturesa

inlet gas
condition

FH2

in

(mL/min)
FD2

in

(mL/min)
FAr
in

(mL/min)
Ftot/channel
(mL/min)

PH2
= PD2

(atm)

15 H2/
15 D2

15 15 0 0.03 0.5

25 H2/
25 D2

25 25 0 0.05 0.5

15 H2/
15 D2/
30 Ar

15 15 30 0.06 0.25

aThe actual inlet flow to each microreactor is given by the flow rate
divided by 100.
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All calculations were performed using the Vienna ab initio
simulation package (VASP)59,60 with the Perdew−Burke−
Ernzerhof generalized gradient approximation61,62 exchange-
correlation functional. Core electrons were described using
projector augmented wave functions.63,64 k-Points were
represented using Monkhorst−Pack grids65 with 8000 k-points
per reciprocal atom. A planewave cutoff energy of 400 eV was
used. The densities of states (DOS) was computed for each of
these configurations and for pure Cu and Pd. The tetrahedron
method with Blöchl corrections was used with a smearing
parameter of 0.1 eV. Ionic relaxation was performed, and the
forces in all structures were found to be less than 0.07 eV/Å.
Atom-projected densities of states were computed using the
standard methods in VASP. We used Wigner−Seitz radii of 1.5
and 3.0 Å for comparison. Detailed information about each of
the bulk structures used in this study can be found in the
Supporting Information file.

3. RESULTS
3.1. Characterization of CSAF Composition. The

surface composition of the CuxPd1−x CSAF was mapped
using spatially resolved XPS. Although the CSAF is deposited
onto a 14 × 14 mm2 Mo substrate, the region of interest is the
10 × 10 mm2 region spanned by the 10 × 10 array of
microreactors. Because the microreactor array is aligned with
the edges of the Mo substrate, we deposited the CSAF with its
main axis “tilted” relative to the substrate edge to have the 100
microreactors sample 100 different CuxPd1−x compositions.
The tilt is easily observable in Figure 1 by the orientation of the

iso-composition lines of constant color. In the region sampled
by the microreactor array, the CuxPd1−x CSAF spanned the
composition range x = 0.30−0.97. One of the inherent
limitations of the offset filament method used to create the
CSAFs for this study is that the resulting CSAFs cannot span
compositions from pure Cu to pure Pd.53 A more recently
developed, but more complex, CSAF deposition tool based on
the use of shadow masks circumvents this limitation and allows
preparation of CSAFs that span all of the binary or ternary alloy
composition space.66

3.2. Characterization of CSAF Electronic Structure.
The valence band electronic structure of the CuxPd1−x CSAF
was mapped using UPS to measure the energy distribution of
the filled valence band levels, that is, the density of filled states,

at points spanning the CuxPd1−x composition space. Figure 2
shows the background-subtracted UP spectra obtained at 100

different CuxPd1−x compositions. The low-energy secondary
electron contributions to the UPS spectra were removed using
the background-subtraction method described by Li et al.67 In
Figure 2, the Fermi level is located at zero on the energy scale,
and it is fairly clear that the density of states shifts toward the
Fermi level as the Cu content of the alloy, x, decreases. In this
work, we have used the mean energy of the f illed levels in the
valence band, εv, determined from UP spectra as a proxy for the
d-band center often calculated using DFT. To estimate the
energy of the v-band center as described by Mun et al., we used
the weighted average of the occupied states obtained from the
intensity of the background-subtracted UP spectra of
CuxPd1−x.

68 The v-band centers of the alloys were calculated
using the equation

∫
∫

ε
ε ε ε

ε ε
=

N

N

( ) d

( ) dv
(3)

where ε is the energy relative to the Fermi level and εv is the
energy of the v-band center. N(ε) is the density of filled states
at the energy, ε, taken to be proportional to the intensity of the
UP spectrum. Integration was performed over the range −7 to
0 eV because the changes in features of the spectra, that is, the
peak heights or locations, with Cu concentration were
significant only over this energy range. It should be noted
that the UP spectra probe the density of filled states only, not
the empty states. However, the Cu d-band is full, and that of Pd
contains nine electrons; the valence band in CuPd alloys is
dominated by filled states, and thus, the value of εv determined
from the UP spectra through eq 3 only slightly underestimates
that of the entire valence band. Furthermore, because the sp-
band has only two electrons and is fairly flat, it does not shift
significantly with composition. As a result, the sp-band
contributes a roughly constant offset between the v-band
energy measured using UPS and the d-band calculated using
DFT.
The energy of the CuxPd1−x v-band center versus alloy

composition is shown in Figure 3 for 100 different
compositions. As the Cu content decreases, the v-band center

Figure 1. CuxPd1−x composition as determined by XPS (Cu 2p3/2 and
Pd 3d5/2) with respect to position across the CSAF surface. Black dots
represent the positions of the measurement points. The concentration
profile is intentionally tilted with respect to the square substrate.

Figure 2. Background-subtracted UP spectra of 100 different CuxPd1−x
alloy compositions spanning the range x = 0.30−0.97. These reveal the
density of filled states versus energy with respect to the Fermi level. As
the Cu composition decreases, there is a continuous shift of the filled
valence band toward the Fermi level.
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shifts toward the Fermi level, in accordance with observations
from Figure 2. This result represents the first experimental
demonstration of a correlation between alloy composition and
the energy of its v-band center measured across a wide range of
composition space. Existing data in the literature are limited to
estimates of εd for pure Pd and Cu, most of which are derived
from electronic structure calculations. The range of d-band
energies reported for Cu is εd = −3.6 to −2.53 eV and for Pd is
εd = −2.2 to −1.8 eV.6,8,9,52,69−74 The observed increase in εv
with decreasing x is consistent with the reported d-band
energies of pure Cu and Pd. The value of the v-band energy for
Cu (at x = 0.97 on the CSAF) is estimated at εv = −3.9 eV from
the spectra in Figure 2. That of Cu0.30Pd0.70 is εv = −3.3 eV, and
the trend in Figure 3 suggests that the v-band energy of pure Pd
is εv = −3.0 eV.
Also plotted in Figure 3 are the valence band energies

determined for Cu−Pd alloys using DFT caculations. These
were calculated for the filled portion of the d-band and the
filled portion of the total density of states (DOS). The key

point to be made is that the DFT-predicted shift in the energy
of the filled portion of the total DOS mimics that observed
experimentally from the UP spectra. Although there is an offset
of ∼0.8 eV between the DFT-predicted values of εv and those
estimated from the UP spectra, the slopes of the two as
functions of Cu composition are comparable. The offset in the
absolute magnitudes of the valence band energies from DFT
and UPS is, at least in part, due to incomplete background
subtraction of secondary electrons contributing to the UP
spectra at high binding energies (negative relative to the Fermi
level). The second point is that the shift in the energy of the
filled portion of the total DOS tracks that of the d-band. Thus,
in terms of its dependence on composition, the UPS-derived v-
band energy serves a good proxy for the d-band energy.

3.3. H2−D2 Exchange Activity on CuxPd1−x CSAF. The
H2−D2 exchange activity of CuxPd1−x alloys has been measured
at 100 different compositions and reported as the conversion,
X(T; x, F), versus temperature, T, for various alloy
compositions, x, and flow conditions, F. Once conditioned in
the presence of H2, as described in section 2.3, the CuxPd1−x
CSAFs displayed stable activity during the course of the
experiments. Conversion versus temperature curves, X(T), for
an inlet flow of 15 mL/min H2 and 15 mL/min D2, are shown
for several discrete alloy compositions in Figure 4a. For all alloy
compositions, the conversion was X = 0 at T = 333 K but
increased with increasing temperature. Figure 4b shows that the
alloy became more active with decreasing Cu composition, x,
and a maximum conversion of X ≈ 0.4 was obtained at x ≈ 0.3.
These results are similar to those reported by O’Brien et al.
over fixed beds of Cu, Pd, Pd0.47Cu0.53, and Pd0.70Cu0.30.

48

H2−D2 exchange reactions were performed on the CuxPd1−x
CSAFs using three different inlet conditions15 H2/15 D2, 25
H2/25 D2, and 15 H2/15 D2/30 Arwhere the numbers
represent the total flow in mL/min to the 100 microreactors
(Table 1). The effect of inlet flow conditions on the effluent
HD flow rates for three different CuxPd1−x alloy compositions
can be seen in Figure 5. Changing the flow rates at a constant
total H2 + D2 pressure of 1 atm has a minor effect on the
conversion compared wtih reducing the H2 + D2 pressure to 0.5
atm.

4. DISCUSSION

4.1. Microkinetic Analysis of H2−D2 Exchange on
CuxPd1−x. Microkinetic analysis of H2−D2 exchange on
CuxPd1−x was performed using the entire data set obtained

Figure 3. (■) UPS-derived average energy of the filled v-band relative
to the Fermi level, εν, of a CuxPd1−x alloy CSAF versus Cu
composition, x. DFT estimates of the average energy of the filled d-
band (○) and the average energy of the filled v-band total density of
states (●). As the Cu composition decreases, the v-band shifts toward
the Fermi level.

Figure 4. (a) H2−D2 exchange conversion versus temperature on CuxPd1−x alloys for several discrete Cu compositions, x. H2 conversion increases
with increasing T and decreasing x. (b) H2−D2 exchange conversion versus Cu composition at T = 593 K. Inlet flow was 15 mL/min H2 and 15 mL/
min D2.
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from the CSAF to estimate values of vads, vdes, ΔEads‡ , and ΔEdes‡

as functions of alloy composition, x. The objective is to
correlate these fundamental kinetic parameters with character-
istics of the alloy’s electronic structure. Kinetic analysis of the
H2−D2 exchange reaction was performed on the basis of the
microkinetic model verified by O’Brien et al.48 The model was
based on a two-step, reversible reaction mechanism that
occurred through dissociative adsorption and recombinative
desorption of H2, D2, and HD requiring two sites, *, on the
catalytic surface.

+ * ⎯→⎯ * * ⎯→⎯ + *H 2 2H 2H H 2
k k

2,(g) 2,(g)
ads des

(4)

+ * ⎯→⎯ * * ⎯→⎯ + *D 2 2D 2D D 2
k k

2,(g) 2,(g)
ads des

(5)

* + * ⎯→⎯ + * + * ⎯→⎯ * + *H D HD 2 HD 2 H D
k k

(g) (g)
des ads

(6)

where the rate constants have Arrhenius form:

= −Δ

= −Δ

‡

‡

k v E RT

k v E RT

exp( / )

exp( / )
ads ads ads

des des des (7)

In eq 7, vads amd vdes are the pre-exponents and ΔEads
‡ and ΔEdes‡

are the energy barriers for the dissociative adsorption and
recombinative desorption steps, respectively. The gas constant
is R, and T is temperature in K. In this model, kinetic isotope
effects were neglected, that is, the rate constants kads and kdes
were the same for steps 4, 5, and 6. In addition, vads, vdes, ΔEads

‡ ,
and ΔEdes

‡ were assumed to be independent of the coverage of
adsorbed species. O’Brien et al.48 showed that through an
integral mole balance on the microkinetic expression for the
rate of formation of HD, an expression could be derived for the
molar flow rate of HD in the outlet:
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−
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k
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tot H
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22
ads

des 2 (8)

where FHD
out and FH2

in are the flow rates of HD in the effluent gas
and H2 in the feed gas, respectively. Ftot is the total molar flow
rate of H2 and D2 at the inlet, and A is the surface area of the
catalyst. Ptot and PH2

in are the total pressure (H2 and D2) and the
partial pressure of H2 in the inlet, respectively. The conversion
can be determined experimentally (eq 1) or from the
microkinetic model (eq 8) using known reaction conditions
and selected values of νads, νdes, ΔEads‡ , and ΔEdes

‡ :

=X
F
F2modl
HD
out

H
in

2 (9)

To estimate the values of the kinetic parameters νads, νdes,
ΔEads

‡ , and ΔEdes‡ for a given catalyst composition, x, the model
prediction of conversion, Xmodl, was fit to the measured
conversions across all inlet flow conditions and temperatures
simultaneously. The fit was performed by varying the four
kinetic parameters to minimize the sum of the squared errors
between the experimental and calculated conversions:

∑= −X F T X F TSSE [ ( , ) ( , )]
i j

t i j i j
,

exp modl
2

(10)

Optimization was performed in MATLAB using a “trust−
region−reflective” algorithm that is based on an interior-
reflective Newton method. Termination tolerance on the SSE
function value was set to 10−10. A central finite difference
method was used to calculate gradients. Standard errors on
optimized parameters were calculated using the MATLAB
function nlparci. This function uses the residuals from the fit
and the Jacobian matrix of the modeled conversions to calculate
first the covariance matrix, then the standard errors.75

The fidelity of the model can be judged by examining the
plots of FHD

out (T) obtained from the model and the experimental
data for the 300 different combinations of alloy composition
and flow conditions. Examples are shown in Figure 5 for three
alloys spanning a wide range of composition space. To better
judge the overall model fidelity, the 4200 values of FHD

out

measured experimentally and predicted by the model are
compared as a parity plot in Figure 6.

4.2. Kinetic Parameters for H2−D2 Exchange on
CuxPd1−x. The primary goal of the work has been to use the
data and the microkinetic model to estimate the values of νads,
νdes, ΔEads

‡ , and ΔEdes
‡ for each CuxPd1−x alloy composition.

Doing so represents by far the most comprehensive correlation
of fundamental kinetic parameters with alloy catalyst
composition achieved to date. Figure 7a plots log10(νads(x)),
log10(νdes(x)) across CuxPd1−x composition space for x = 0.30
to 0.97. The value of the pre-exponents for H2 adsorption and
desorption are log(νads) = −4.0 ± 0.2 mol/m2/s/Pa and
log(νdes) = 6.0 ± 0.2 mol/m2/s. Both are fairly independent of
CuxPd1−x alloy composition and in agreement with the
predictions of transition state theory.76 The model fit was
first perfomed by optimizing all four parameters as described
above within the composition range x = 0.3−0.8. Having
confirmed that the values of νads and νdes are independent of
composition within this range, we subsequently performed the
model fit by fixing pre-exponents to the values just mentioned
and varying only ΔEads‡ and ΔEdes

‡ . These values of ΔEads
‡ are

Figure 5. HD outlet flow rate versus temperature for three CuxPd1−x alloy compositions (x = 0.40, 0.66, 0.81) and three inlet flow conditions. Data
points are experimental measurements, and the solid lines are the fits of the microkinetic model to the data.
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plotted in Figure 7b. For x < 0.6, ΔEads‡ ≈ 0.15 eV and is fairly
independent of composition but then rises to ΔEads

‡ ≈ 0.4 eV
for x > 0.85. Clearly, ΔEads

‡ (x) varies nonlinearly with CuxPd1−x
alloy composition. The value of ΔEdes‡ rises from ∼0.55 to
∼0.65 eV over the composition range x = 0.3−0.8. O’Brien et
al. measured the values of νads, νdes, ΔEads‡ , and ΔEdes

‡ for steady-
state catalytic H2−D2 exchange over Cu, Pd0.47Cu0.53,
Pd0.70Cu0.30, and Pd foil catalysts in a flow reactor.48 The
values reported in that study are plotted as open blue symbols
in Figure 7b and are in overall agreement with the values
measured over the CuxPd1−x CSAF.
Cu−Pd alloys have an interesting phase diagram in the sense

that, although Cu and Pd have FCC bulk structures, at T < 900
K, their alloy forms a B2 phase in the composition range
around Cu0.60Pd0.40.

50 At T > 900 K, the Cu−Pd alloy exists as a
FCC solid solution across the entire composition space.
Priyadarshini et al. have demonstrated that a CuxPd1−x CSAF
annealed to 800 K exhibits the FCC to B2 to FCC phase
transitions over the composition range 0.5 < x < 0.7.11 One
feature of the H2−D2 exchange measurements reported by
O’Brien et al. is that it was possible to measure the reaction
kinetics over Cu0.53Pd0.47 in both its FCC and B2 phases.48

Interestingly, the FCC phase was much more active than the B2
phase. Microkinetic modeling yielded values of ΔEads‡ (x) = 0.15

± 0.02 eV for the B2 phase and ΔEads‡ (x) = 0.00 ± 0.02 eV for
the more active FCC phase. Results for the CuxPd1−x CSAF
near x = 0.53 reported in Figure 7 are consistent with the H2−
D2 exchange reaction on the CSAF occurring over the B2
phase, the most stable phase at the reaction temperatures, T <
600 K. This indicates that under catalytic conditions, the alloy
retains its thermodynamically preferred bulk structure.
Over the composition range x < 0.7, ΔEads‡ (x) ≪ ΔEdes‡ (x),

which suggests that the H2−D2 exchange reaction is rate-
limited by the recombinative desorption of HD. This is entirely
consistent with the results of O’Brien et al. for H2−D2 exchange
over the Pd0.47Cu0.53, Pd0.70Cu0.30, and Pd foil catalysts.

48 In that
study, the reaction rate over these foils was found to be
independent of total H2/D2 pressure, implying that the surface
was saturated with H(ad) and D(ad), consistent with a
desorption-limited process. In contrast, O’Brien et al. observed
that the reaction rate over the pure Cu foil was sensitive to the
total H2/D2 pressure, implying that the reaction rate was
limited by dissociative adsorption of H2 and D2. Another
indicator of adsorption rate limitation over Cu was that
microkinetic modeling of the H2−D2 exchange kinetics yielded
a large uncertainty in ΔEdes

‡ that was greater than the magnitude
of ΔEdes‡ itself, σEdes

‡ > ΔEdes‡ . In other words, the H2−D2
exchange kinetics over Cu are insensitive to the value of ΔEdes

‡

because the reaction is rate-limited by dissociative adsorption.
Similarly, over the CuxPd1−x CSAF we observe that σEdes

‡ >
ΔEdes

‡ for x > 0.8, and therefore, we do not report the values of
ΔEdes

‡ for x > 0.8 in Figure 7b. The fact that σEdes
‡ > ΔEdes

‡ for x
> 0.8 suggests that at a composition of x ≈ 0.8, there is a switch
in the rate-limiting step from recombinative desorption of HD
(x < 0.8) to dissociative adsorption of H2/D2 (x > 0.8).

4.3. Correlation of Activity and Structure Across
Composition Space. The overarching goal of this work has
been to correlate fundamental kinetic parameters for catalytic
H2−D2 exchange over CuxPd1−x alloys with characteristics of
their electronic structure. The strategy has been to mimic
experimentally the approach of DFT studies of various catalytic
processes5−8,51,77 that correlate the calculated mean energy of
the d-band, εd, of various metals with the calculated barriers,
ΔE‡, to elementary reactions steps on their surfaces.5−8,51,77 In
the work described above, we have used UP spectra from a
CuxPd1−x CSAF to measure the energy of the filled valence
band center, εv(x), and to obtain ΔEads

‡ (x) and ΔEdes
‡ (x) from

H2−D2 exchange kinetics. Figure 8 plots the resulting ΔEads‡ (εv)
and ΔEdes

‡ (εv) obtained at 100 different CuxPd1−x alloy

Figure 6. Parity plot of the HD flow rate predicted by the microkinetic
model versus the HD flow rate measured experimentally. Data are
shown for all 100 CuxPd1−x alloy compositions (x = 0.30−0.97) at 14
temperatures (T = 333−593 K) and three inlet flow conditions (15
H2/15 D2, 25 H2/25, and 15 H2/15 D2/30 Ar).

Figure 7. (a) Measured pre-exponents for dissociative adsorption of H2, νads(x) (●), and recombinative desorption of H2, νdes(x) (red solid square)
on CuxPd1−x. Black and red lines represent transition state theory estimates of the pre-exponents for these reaction steps. (b) Measured activation
barriers for dissociative adsorption, ΔEads‡ (x) (●), and recombinative desorption, ΔEdes‡ (x) (red solid square) of H2 versus CuxPd1−x composition.
Open symbols (blue circle and blue box) are the activation barriers estimated from H2−D2 exchange kinetics measured over fixed beds of single
composition foil catalysts.
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compositions. The overall correlation shows that as εv shifts
toward the Fermi level, ΔEads

‡ (εv) and ΔEdes‡ (εv) decrease, as
suggested from DFT studies.5,8,78−82

The plot of ΔEads
‡ (εv) in Figure 8a reveals a decrease in the

H2 adsorption barrier with increasing εv, but the trend is not
linear across the entire CuxPd1−x composition space. The value
of ΔEads‡ (εv) decreases at a rate of ∼1.5 eV/eV over the range
from pure Cu to ∼Cu0.5Pd0.5 but then remains constant to
Cu0.3Pd0.7. To put the value of 1.5 eV/eV in perspective, a DFT
study of the reaction energy (not barrier) for dissociative
adsorption of H2, ΔEads

H2 , on seven Pt alloys found a change of
∼1.7 eV per eV shift in εd of those alloys.

83 By comparison with
ΔEads

‡ (εv) on CuxPd1−x, ΔEdes‡ is much less sensitive to εv,
dropping at ∼0.2 eV/eV (Figure 8b). However, the correlation
for ΔEdes

‡ (εv) is signficantly poorer than that of ΔEads‡ (εv), largly
because the measured values of ΔEdes‡ span a much narrower
range and have been measured over a narrower range of
CuxPd1−x compositions.
The positions of the v-bands derived from the UP spectra

(Figure 3) exhibit a roughly linear dependence on CuxPd1−x
composition, with the obvious exception of some scatter in the
range x = 0.37−0.5. In contrast, ΔEads‡ (εv) exhibits behavior that
is nonlinear. This suggests that there are processes occurring on
the CuxPd1−x CSAF that are not captured in models of surface
reactions in which DFT predicts a linear response of reaction
energetics to εv. One process that is not captured in most DFT
studies of alloy surface chemistry is segregation. Although
segregation in alloys is known to be ubiquitous, it introduces a
high level of configurational complexity into atomistic
simulations of process on alloy surfaces.84−89 Segregation at
clean CuPd alloy surfaces studied under ultrahigh vacuum is
known to result in an excess of Cu in the topmost surface
layer.11,90−93 A low-energy ion scattering study on a CuxPd1−x
CSAF observed Cu segregation across all of composition
space.11 To complicate matters further, segregation is known to
be sensitive to the presence of adsorbed species. For example,
in the case of sulfur adsorbed on a CuxPd1−x CSAF, the heat of
Cu segregation is reversed from being exothermic to
endothermic.94 Although we cannot address the problem of
segregation under reaction conditions directly, the possibility
that surface segregation is responsible for the nonlinear
behavior of ΔEads‡ (εv) is quite possible and worth addressing.
Under conditions of H2−D2 exchange at 1 atm, the CuPd

alloy surfaces are modified by the presence of atomic hydrogen;
however, direct study of surface segregation under reaction
conditions is nontrivial and has not been attempted. The prior
work of O’Brien et al. used the results of microkinetic modeling
on Cu, Pd, and various CuPd foil catalysts to estimate indirectly
the coverage of hydrogen under conditions of steady state H2−

D2 exchange.
48 Estimates based on that work are that on the

CuxPd1−x catalysts with x = 0, 0.30, and 0.53, the total H and D
coverage varies from ∼0.9 to ∼0.2 ML as the temperature
increases from 300 to 600 K. On the pure Cu catalyst, the
hydrogen coverage was estimated to be ∼10% across the entire
temperature range. This, of course, complicates the segregation
problem because the hydrogen coverage depends on both
CuxPd1−x composition and temperature. Hydrogen-induced
segregation on CuPd alloys is the result of a competition
between segregation to the clean surface and the differential
heat of adsorption of hydrogen on Cu and Pd. A prior ion
scattering study of segregation at the clean surface of a
CuxPd1−x CSAF has shown that Cu segregation occurs
preferentially (exothermic) at all compositions and that the
heat of segregation varies from −0.05 eV on the Pd-rich alloys
to 0 eV on the Cu-rich alloys.11

The adsorption energy of hydrogen, ΔEads
H2 , is calculated to be

higher on Pd (−0.62 eV/H) than on Cu (−0.19 eV/H)95 and
the difference is greater than the segregation energy of Cu at
the CuxPd1−x surface. More important than the hydrogen
adsorption energies on the pure components are the hydrogen
adsorption energies on the alloys. These can be estimated from
the differences in the barriers to hydrogen desorption and
adsorption plotted in Figure 7b, ΔEads

H2 = ΔEdes
‡ − ΔEads‡ . The

hydrogen adsorption energy varies from ΔEads
H2 ≅ 0.55 eV at x =

0.3 to ΔEads
H2 ≅ 0.35 eV at x = 0.8 and is much greater than the

Cu segregation energy across the entire range. As a
consequence, the adsorption of hydrogen on CuPd alloys is
expected to favor the segregation of Pd at all alloy
compositions. This problem has been dealt with by DFT
modeling in a companion paper to this current investigation.
That study quantifies the extent of hydrogen induced Pd
segregation on the CuxPd1−x surfaces and its impact on the
energetics of H2 adsorption.

96

One hypothesis for the nonlinear behavior of the ΔEads‡ (εv)
observed on the CuxPd1−x CSAF is that hydrogen-induced
segregation is causing changes in the surface composition of the
alloy. If the surface concentration of Pd approaches saturation
in the Pd-rich alloy composition range, then the measured value
of ΔEads‡ would be independent of composition, as observed for
x < 0.6 in Figure 7b and independent of the v-band energy for
εv > −3.6 eV, as observed in Figure 8a. It is important to point
out that if the topmost layer of the alloy is saturated in Pd, as a
result of hydrogen-induced segregation, the value of ΔEads‡

ceases to depend on the bulk alloy composition because the
surface composition is primarily Pd and no longer changing
with bulk composition. This is equivalent to saying that the
electronic structure of the topmost layer is also independent of
bulk alloy composition. Note that the value of the v-band

Figure 8. Energy barriers for (a) dissociative adsorption of H2, ΔEads‡ (x), and (b) recombinative desorption of H2, ΔEdes‡ (x), plotted versus the
energy of the v-band center, εv(x), measured on 100 CuxPd1−x compositions.
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energy measured using UPS reflects the electronic structure of
the near surface rather than the topmost surface layer. The
escape depth or mean free paths of UV photoelectrons with
kinetic energies of 10−15 eV fall in the range 5−15 Å,
corresponding to 2−5 atomic layers of the metal.97 Modeling of
this problem and the effects of surface segregation on alloy
reactivity is complicated by the issue of segregation and the
need to account for surfaces with numerous atomic
configurations, compounded by the need to account for
adsorbate induced segregation. These ideas are quantified in a
companion paper to this work.96

4.4. Correlation of alloy properties and catalysis. The
goal of the work presented herein has been the demonstration
of a methodology for correlating the fundamental kinetic
parameters for reactions on catalytic alloys with their surface
properties across large continuous regions of alloy composition
space. Using the CSAFs and the multichannel microreactor
array,12,37,53 these correlations can be established much more
rapidly than by traditional studies of catalysts with discrete
composition. Furthermore, the methodology is quite general as
CSAFs are readily prepared from almost all combinations of
elementary components and are readily characterized across
composition space using any surface analysis method capable of
spatial resolution on the order of a few hundred microns.
The greatest constraints on the applicability of the

methodology described herein arise from the types of catalytic
reactions amenable to study. In its current form, the
microchannel reactor array can be used to study the kinetics
of catalytic gas−solid reactions that have turnovers of >10−5 s−1

(given a good mass spectrometer) at temperatures <600 K and
pressures <1 atm.37 It is suitable only for study of those types of
reactions that are amenable to product analysis using mass
spectrometry, which is not a serious limitation. More
importantly, one must be able to extract fundamental reaction
parameters such as kinetics barriers and pre-exponential factors
from kinetic data obtained over a range of temperatures and
reactant partial pressures. This implies that the surface reaction
mechanism is known and that it is not too complex for analysis
by realistic microkinetic modeling.

5. CONCLUSION
The use of CSAFs as libraries of alloy composition, coupled
with surface analysis and measurements of catalytic reaction
kinetics allows study of otherwise intractable problems in alloy
catalysis. The methodology developed in this work is ideally
suited to mapping and understanding fundamental properties
of alloy catalysts across their composition space. By mapping
surface electronic structure, as characterized by the energy of
the d-band, and measuring the barriers to elementary reactions
steps, as determined from microkinetic modeling, both as
functions of alloy composition, one can construct correlations
between the two. The measured correlation ΔEads‡ (εv) for H2
on CuxPd1−x alloys demonstrates that the reaction barrier
decreases nonlinearly with the shift of εv toward the Fermi
level. Over the range εv = −3.95 to −3.65 eV the value of ΔEads

‡

decreases linearly as predicted by DFT studies for many surface
reactions. Over the range εv = −3.65 to −3.35 eV the value of
ΔEads

‡ is constant. We suggest that this behavior reflects
hydrogen induced surface segregation of Pd such that the
surfaces of the Pd-rich alloys with εv closest to the Fermi level
are saturated in Pd. Because ΔEads‡ is sensitive to surface
composition only, while the measured values of εv depend on
bulk alloy composition, ΔEads

‡ becomes insensitive to εv when

the bulk alloy composition is high enough in Pd to result in the
surface layer being saturated with Pd due to hydrogen-induced
segregation.
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